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Intracranial electrical stimulation (iES)

allow for conscious aspects of conceptual thought and other cog-
nitive processes (which are generally consistent with, and specific
to, the acknowledged functional roles played by the PFC) to be
based in PFC (Block, 2019). Therefore, insofar as conceptual
thought or other cognitive processes have phenomenal qualities
and are based in the PFC, perturbations in these contents of con-
scious experience do not provide unequivocal support for either
side of the debate. Information integration theories of con-
sciousness, such as IIT (Tononi et al., 2016), do not rule out a
role for the PFC in consciousness, but they argue that the local
connectivity patterns found in the PFC are not well suited
for integrating information. Information integration theory
should therefore predict relatively few changes in conscious
experience following stimulation to PFC subareas relative to
iES of more posterior sensory areas.

Changes in conscious experience elicited by iES of human
PFC
The PFC comprises a large portion of the cortical mantle.
Although definitions vary, standard anatomic demarcations of
the PFC exclude motor regions of the frontal lobe but include all
more anterior areas (i.e., Brodmann areas 8-14 and 44-47, as well
as aspects of the cingulate gyrus, including areas 24, 25, and 32;
Fig. 2) (Carlén, 2017; Dixon et al., 2017). Significant functional
heterogeneity is apparent across and within these distinct ana-
tomic subareas (Dunbar and Sussman, 1995; Miller and Cohen,
2001).

Situating the PFC within a whole-brain gradient of iES-elicited
effects
Although legendary neurosurgeon Wilder Penfield reported elic-
iting an incredible variety of effects throughout the human brain,
he never reported any nonmotor effects in PFC regions (Penfield
and Boldrey, 1937; Feindel and Penfield, 1954; Penfield, 1958;
Mullan and Penfield, 1959; Penfield and Perot, 1963). Consistent
with Penfield’s findings, lesion studies from a century of neuro-
surgery research show that areas of the PFC can be removed
with little apparent change in conscious experience to the
patient, whereas lesions in primary motor or sensory areas (often
referred to as eloquent cortex) cause striking differences in con-
tent-specific perceptual experience (Henri-Bhargava et al., 2018;
Koch, 2019).

The apparent rarity of reports of conscious changes following
iES of the PFC raises the question of just how rare these effects
really are relative to the rest of the cortex. A recent study we con-
ducted shed light on this question (Fox et al., 2020). We analyzed
iES-elicited effects across 67 neurosurgical patients and 1537
electrode sites covering the entire cerebral cortex, exploring the
probability that iES would elicit effects across all cortical regions
in the human brain. We found a global gradient in the rate of eli-
cited perceptible effects (which we refer to as elicitation rate),
with the highest chance (;67%) of eliciting an effect in unimodal
regions, such as the primary visual cortex. Conversely, stimula-
tion of the most anterior PFC regions (both medial and lateral)
yielded the lowest elicitation rates in the entire brain (Fig. 3).
Effects were sometimes observed in particular PFC subregions,
however, such as the OFC and ACC. This study provided a
large-scale, quantitative confirmation of a conclusion already evi-
dent from qualitative assessments of the iES literature (Penfield
and Perot, 1963; Selimbeyoglu and Parvizi, 2010): stimulation of
the most anterior aspects of the PFC (whether medial or lateral)
almost never affects conscious experience. These findings cor-
roborate those of a recent study showing only null results in sen-
sory phenomenology in a large cohort of 36 patients in whom
various medial PFC regions were stimulated (compare Trevisi et
al., 2018, their Fig. 2). Nonetheless, occasional exceptions to this
general trend have been reported in isolated case studies (Blanke
et al., 2000; Vignal et al., 2000; Vaca et al., 2011; Popa et al., 2016;
A. Liu et al., 2020), and the details of effects elicited in the OFC
and ACC are also of considerable interest. The subsequent sec-
tions explore evidence for iES-elicited effects in various PFC sub-
regions in detail.

Effects following iES of the lateral PFC
Conscious visual perception is studied using “masking” para-
digms, the attentional blink, continuous flash suppression, and
other techniques (Kim and Blake, 2005; Tsuchiya and Koch,
2005; Breitmeyer et al., 2006; Yang et al., 2014), which render tar-
get stimuli subjectively imperceptible. Numerous neuroimaging
studies have shown that reported versus unreported visual per-
ception is associated with differences in activation in the dorso-
lateral PFC (DLPFC) (Lau and Passingham, 2006; Dehaene and
Changeux, 2011). Higher-order and global workspace theories
have implicated the lateral PFC in conscious perception on the
basis of these findings. In a notable example, Lau and Rosenthal

Figure 1. iES of the human brain via two common approaches. A, Electrocorticography uses strips or grids of electrodes implanted subdurally on the surface of the cortex. B, Stereo-EEG
uses penetrating depth electrode arrays following stereotactic coordinates to target deeper brain structures. Modified with permission from Fox et al. (2018a).
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This was supported by an improvement in model performance
when considering a sparse approach. Overall, our results suggest
that face information in task-active sites is weak, highly correlated
with the face information that is present (earlier and stronger) in
face-selective sites, and not causally necessary nor sufficient
(in terms of our machine learning analysis) for face processing.
We confirm the presence of temporally distributed information
within task-active and face-selective sites that may be functionally
relevant and even necessary for downstream processing of faces
(e.g., associating faces with memory or name information).

Comparing our results to prior neuroimaging studies, we
would like to emphasize the methodological differences including
the number of recording sites, the time scales considered, and the
recorded signals used in the analysis. For instance, the number of
anatomical samples in each subject is limited with the ECoG
method, which can reduce the power of the algorithm in
detecting weak, distributed patterns. To maximize the detection
of small effects, we used Support Vector Machine classifiers,
which are known for their ability to detect subtle, distributed
patterns and we focused our analysis on the high SNR of HFB
responses induced by human face versus non-face stimuli. While
we could not relate the number of sites to model performance
(Results section), it is possible that the signal in task-active sites is
too weak to be detected across a few tens of anatomical samples in
each subject. On the other hand, the novelty of our data is in part
due to the high temporal resolution of ECoG, which enabled us to
measure the fast temporal dynamics of face processing in the
human brain. Specifically, our electrophysiological analysis relied

on responses elicited within 500 ms of stimuli presented for
300 ms with an inter-stimulus interval of 400 ms. This is in stark
contrast to some of the classic neuroimaging studies whose
temporal window included >10 s of signal processing (e.g., 24 or
16 s long blocks of visual stimuli for each category17).

Another methodological caveat that needs to be considered is
that the task-active areas in humans may be variable in their
relative size and primary cytoarchitectonic composition57.
Therefore, hubs of activity in posterior to anterior TC may have
different sizes or shapes of physiological responses or locations on
the surface of gyri versus depth of sulci which could have influ-
enced the properties of recorded electrophysiological signals as
well as the subjective effect of electrical stimulation. As such, the
results reported here could represent an idiosyncrasy of our iEEG
method. However, it is still noteworthy that responses to faces
were significantly faster in the posterior sites than in anterior
face-selective sites. By using ECoG recordings, our results confirm
our overarching hypothesis that face information is anatomically
localized but temporally distributed. The posterior to anterior
gradient was observed within both face-selective and task-active
sites, with no statistically significant time differences between
task-active and face-selective sites—though the time of activations
in face-selective sites trended earlier (Fig. 4d). The lack of sta-
tistical significance in terms of ROL can be explained by several
factors. First, there is a posterior-to-anterior temporal lag in
activation, i.e., anterior face-selective sites may respond later
than posterior non-selective task-active sites. Second, there
are task-active sites in the more posterior regions that respond
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Fig. 5 Electrical brain stimulation. Effect of electrical stimulation applied to a pair of electrodes is shown with lines colored in orange (stimulation of this
pair affects subjective face perception) or blue (stimulation of this pair has no effect on subjective face perception). Human face-selective electrodes are
outlined in pink. a Depicts the localization of stimulated sites on subjects 1, 3, 4, 5, 6, and 7 using the same convention as in Supplementary Figs. 1 and 2.
b Displays the same results for S8 and investigates further the localization of the stimulated sites. In the inset figure, the location of sites 1, 2, and 3 are
shown on top of the fMRI patches of mFUS (green) and pFUS (purple). The estimated cortical area affected by the stimulation of site 3 is shown with a blue
circle around it. The cortical area was estimated using the parameters recently validated in a separate cohort54. Site 3 in subject 8 is the site whose
stimulation caused distortion of faces when it was stimulated in pairs with site 1 (another face elective site), nearby site 4 (task-active site), and a remote
reference site. Right panel shows the HFB responses to human faces (pink) and non-faces (grey) of the sites that were stimulated. Please see
Supplementary Movie 1 for the video of subject S8’s verbal responses after being stimulated.
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muscle twitches29. Higher in the hierarchy, iES yields rare but diverse 
and complex effects—often, multimodal experiences tinged with 
affect21,22,34. However, we are mindful that our observations did not 
replicate every type of effect reported in past research (for instance, 
refs. 35,36). Moreover, our finding of higher overall elicitation rates in 
the right hemisphere (Extended Data Fig. 1) is not readily explained, 
although it is consistent with recent research showing hemispheric 
asymmetries in the quality of iES-elicited effects, including differ-
ential patterns of emotional valence following orbitofrontal cortex 
stimulation21 and asymmetric changes in face perception following 
stimulation of the fusiform gyrus24,37. We believe that our observa-
tions should be replicated before being inducted into an already vast 
and contentious literature on functional–anatomical hemispheric 
asymmetry38.

In addition to the finding that transmodal networks yielded 
fewer and more diverse effects, it is notable that many effects elicited 
in transmodal networks were preferentially located near boundaries 
with other networks. For instance, in the default network, effects in 
the core of the medial prefrontal cortex were almost entirely absent, 
but in the dorsomedial prefrontal cortex, some somatomotor effects 
were apparent along the network’s posterior boundary, bordering 
the frontoparietal and salience networks (Fig. 2a). Transforming 
electrode locations from individual neuroanatomical space to an 
averaged intrinsic network template evidently creates some amount 
of error, especially given that regions at the boundaries of intrinsic 
networks are less confidently assigned to a given network (that is, 
in reliability analyses, border regions are less confidently assigned 
to a given network) (see Figs. 8 and 10 in ref. 5). This suggests that 
the comparatively low elicitation rates we observed in transmodal 
networks might nonetheless actually be overestimates: an improved 
mapping of network boundaries and better integration with  

individual neuroanatomy would probably reveal that transmodal 
networks are even more quiescent than we report here (with numer-
ous somatomotor and visual effects, for instance, being assigned 
instead to other networks).

What explains such marked inter-network differences and the 
relative quiescence of transmodal regions? Probably one crucial fac-
tor is that, although the effects of iES are strongest nearest to the 
stimulating electrode31, they are not contained locally: injected cur-
rent propagates through local circuitry and via active signal trans-
mission along existing connections with other distant areas, and 
interacts with ongoing electrical activity1,39,40. Recent work suggests 
that iES of functional network hubs (for example, frontoparietal and 
default regions) leads to rapid attenuation of the delivered current 
through a hub’s many long-distance connections, whereas stimula-
tion of low-degree network nodes (for example, unimodal regions) 
leads to targeted, more localized activity8. Several features specific 
to unimodal brain regions are also potentially relevant; for instance, 
unimodal networks tend to contain neurons that are finely tuned 
to specific perceptual features41. Finely tuned neurons in unimodal 
regions are also typically embedded in cortical columns nested 
within topographic organizational plans, such that nearby neurons, 
in both the perpendicular and parallel planes of the cortex, share 
similar (and similarly specific) tuning properties42,43. Prima facie, 
it seems plausible that localized electrical excitation in tissue with 
such properties could readily elicit specific perceptual or motoric 
effects. Furthermore, unimodal neurons and cortical columns are 
both embedded in hierarchical processing streams with strong 
feed-forward projections that convey incoming sensory information 
to higher brain regions for further processing44. Such a hierarchical 
pattern of circuitry seems ideal to amplify the comparatively local-
ized electrical effects exerted by iES. The endogenous amplification 
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Fig. 6 | Representative patient reports following iES throughout the brain. A selection of first-person reports provided by patients following iES 
throughout all intrinsic networks and brain regions. Text boxes are colour coded to the network in which stimulation yielded the effect, and arrows from 
text boxes point to the approximate location of each stimulating electrode. While the reports have been accurately linked to the associated network and 
brain region of the stimulating electrode, the placements are intended to be illustrative; locations are not exact. Text in quotation marks indicates verbatim 
transcripts of patients’ reports. Detailed discussions of some of the more striking effects are available in our published case studies21,22,24,34,92.
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Elicitation rates across the cerebral cortex

Fig. 2 e Probability density maps of stimulation-induced behaviours. The colourmaps show the estimated probability
density of eliciting each of six categories of behaviour, including no response at all, derived by convolving each stimulated
location where the behaviour is observed with a Gaussian kernel of 10 mm full-width-at-half-maximum, normalised by the
overall sampling density. The white and black contours labelled “fMRI” show the p < .05 family-wise error corrected
boundaries in the rostrocaudal plane of BOLD activation observed in the fluency and verb generation tasks across the group.
The image underlay is composed of the median of the normalized white matter tissue probability maps of all participants,
thresholded at p < .05 (in white), and the median of the normalized grey matter tissue probability maps of all participants,
thresholded at p < .05 (in translucent grey).
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Fox et al. (2020), Nature Human Behavior (Views 
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The orbitofrontal cortex (OFC), consisting of the ventral por-
tions of the prefrontal cortex (figure 1), figures prominently in
many higher-order theories of emotion,1–3 decision making,4

reward processing,5 and taste and olfaction.6,7 Damage to the
OFC often results from both cerebrovascular accidents8 and
traumatic brain injury9 and can have debilitating effects on
patients’ quality of life. A more detailed understanding is
therefore critical for neurologists treating OFC injury, neuro-
surgeons planningOFC resection (e.g., for intractable epilepsy),
and psychiatrists and neuroscientists seeking to understand the
OFC’s role in higher cognitive-affective abilities.

Investigations in nonhuman primates have shown that the
OFC receives multimodal sensory inputs, including olfac-
tory,10 gustatory,11 and somatosensory information,12 and
has widespread connections throughout the brain, including
to the amygdala, anterior cingulate, insula, and hypothala-
mus.5 The OFC therefore appears well placed to represent
both affective and multimodal sensory information. This
prediction is corroborated by neurophysiologic inves-
tigations of the OFC in animals: individual OFC neurons
can encode stimulus modality13 and even identity,14 as well
as reward value.15 In humans, functional neuroimaging has
shown that the OFC is activated by stimuli of every sensory
modality,5 abstract reinforcers such as money,16,17 and
a wide variety of emotions.18,19 Moreover, humans with
OFC lesions show impaired stimulus-reward learning,

impaired identification of emotional expression, and exag-
gerated emotional experience.20,21 Direct cortical stimula-
tion (DCS) in humans with intracranial electrodes can
provide a unique contribution to understanding regional
function.22 Here, we conduct a comprehensive investigation
of the subjective phenomena elicited by DCS of the OFC.

Methods
Patient characteristics
Data were drawn from a pool of 114 patients admitted to the
StanfordHospital for intracranial EEGmonitoring of medically
refractory epilepsy between 2008 and 2017. We identified
patients with electrode coverage in the OFC who also had CT
scans and high-resolution T1-weighted MRI scans available for
precise reconstruction of electrode locations in standard space.
Ultimately, our sample comprised 22 patients tested between
2011 and 2017 (all details are available in table 1).

Standard protocol approvals, registrations,
and patient consents
All patients provided informed consent in accordance with the
Stanford Institutional Review Board for human experiments.

Electrode placement and localization
Patients were implanted with either subdural grid/strip elec-
trode arrays (n = 9), depth electrodes (n = 12), or a mix of

Figure 1 Summary of all effective vs null results

Summary of effective (red) and null (black) results. The overall elicitation rate was 17.4%: stimulation at n = 30 electrodes yielded some reliable subjective
effect, whereas stimulation at 142 electrodes elicited no effects (right panel). The elicitation rate differed significantly along an anterior-posterior axis (results
displayed for 143 electrodes, whereMontreal Neurological Institute coordinates were available; seeMethods): between y-coordinates 20 and 40, the ratewas
approximately 20% effective, whereas anterior to y = 40, the elicitation rate dropped nearly to zero. Electrodes from both sides of the brain have been
projected onto a single hemisphere for clarity in demonstrating the gradient of the elicitation rate; for effects displayed bilaterally, see figures 2 and 3.
Approximate Brodmann areas are indicated in gray numerals. Brain with Brodmann areas adapted from figure 2 in reference 5,modified and extended from
the work of Öngür and Price.42

Glossary
DCS = direct cortical stimulation; OFC = orbitofrontal cortex; MNI = Montreal Neurological Institute.

e1520 Neurology | Volume 91, Number 16 | October 16, 2018 Neurology.org/N
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iES to only certain PFC regions reliably alters experience
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§ There is no part of the brain wherein iES is less likely to cause a noticeable changes in 
consciousness than the most anterior portions of the PFC (Fox et al., 2020).

§ Stimulation in only certain PFC regions – i.e., OFC and anterior ACC – reliably perturbs 
conscious experience.

§ Effects in the OFC/ACC (e.g., visceral, olfactory, emotion) are devoid of visual and 
auditory experience across dozens of cases and display no clear relation to the 
immediate environment.

§ Critically, the effects in OFC/ACC are consistent with their known functional roles 
supported by these regions (Bush et al, 2000; Devinsky et al. 1995; Rolls, 2004) – as are 
the few reliable effects of conceptual thought found in the lPFC (Berkovich-Ohana et al., 
2020).

8

Conclusions and arguments
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Commentary by Naccache et al. (2021)

Fox et al. (2020), Nature Human Behavior (Views 
and News by C. Koch)

• The complex and distributed functional organization of the prefrontal 
cortex (PFC) – relative to sensory cortices – precludes its functional 
modulation by local intracranial electrical stimulation (iES). 
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Three empirical suggestions for 
moving the debate forward 
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temporal, prefrontal, cingulate, and medial and superior parietal
cortices. The lightest myelination occurs in anterior insula, tem-
poral pole, medial prefrontal cortex, and portions of the anterior
cingulate cortex. These patterns are highly consistent between the
left and right hemispheres, as are the more detailed patterns dis-
cussed below. In presenting the relationship of the distinctly my-
elinated regions to known anatomical and functional data, we
will focus on the larger Conte-69 dataset that provides the finest
spatial detail. A subsequent section assesses the residual artifac-
tual results present in these data.

The motor-somatosensory strip: lateral
The motor-somatosensory strip in the central sulcus is an excel-
lent domain for anatomical validation of the myelin mapping
technique. In this region, the individual myelin maps that pro-
duce the population average are well aligned because there is less
folding variability. The well defined surface-based probabilistic
architectonic maps that are available for this region provide a
substrate for validation. Of the six somatosensory and motor
areas in this region, areas 4 and 3b are the most heavily myelin-
ated (Fig. 4A,F, red). Each is bounded entirely by more moder-
ately myelinated areas (area 3a in between, area 6 anteriorly, and
areas 1 and 2 posteriorly, yellow and green on the myelin maps).
A similar pattern of alternating heavy and less heavy myelination

of these areas has been reported on flat-
tened cortex in the macaque (Disbrow et
al., 2003).

We compared these myelin maps to a
set of probabilistic cortical areas defined
histologically using observer-independent
cytoarchitecture (Geyer et al., 1996, 1999,
2000; Grefkes et al., 2001; Geyer, 2004)
that had been mapped to individual corti-
cal surfaces and registered to fsaverage
(Fischl et al., 2008) (Fig. 4D,E, I, J). No
myelination difference was discernible be-
tween areas 4a and 4p, so we summed the
probabilistic architectonic maps and identi-
fied this as area 4. To provide an objective
basis for these comparisons, we computed
the spatial gradients of the myelin maps
(Fig. 4B,G). We also computed the gradient
of each probabilistic architectonic map and
then summed all of the areal gradients (Fig.
4C,H). In general, there is excellent agree-
ment between the myelin map gradient and
the architectonic areal gradients in both
hemispheres. Thus, the myelin maps pro-
vide an accurate method for identifying cor-
tical areas in group average data. Area 4 is
clearly distinguished from areas 6 and 3a,
area 3a is clearly distinguished from 3b, and
3b is clearly distinguished from areas 1 and
2. Areas 1 and 2 only differ modestly in my-
elination and cannot be reliably discrimi-
nated by myelin gradients. In contrast, the
posterior border between area 2 and higher
somatosensory association cortex is identi-
fiable along its full extent despite less accu-
rate intersubject alignment (Fig. 4D,I).

Architectonic area 6 is much wider
than the other motor and somatosensory
areas and also is more variable in location,

which precludes an accurate estimate of its anterior extent. Its
myelin map is more heterogeneous, with heavier myelination
dorsally and caudally and lighter myelination ventrally and ros-
trally. This pattern is evident in individual subjects (Fig. 3C,I),
and is thus not likely the result of lower intersubject alignment
quality in the group average data. A similar pattern is present in
myelin content maps of Hopf, with cortex in the vicinity of caudal
and dorsal area 6 being more heavily myelinated than cortex in
rostral and ventral parts (Hopf, 1956). Area 4 also contains a
gradual dorsoventral myelin gradient in many individual subjects
(Fig. 3C,I), with lighter myelination ventrally and heavier myeli-
nation dorsally. The regional differences in areas 4 and 6 are
correlated with the somatotopy of these areas as determined in
macaques. The lower body is represented dorsally in area 4 and
dorsoposteriorly in area 6, whereas the upper body is represented
ventrally in area 4 and rostrally and ventrally in area 6 (He et al.,
1993; Rizzolatti et al., 1996). There is also a correlation with ar-
chitecture in the macaque, as Barbas and Pandya (1987) reported
heavier myelination in dorsal area 6 relative to ventral area 6 and
rostrocaudal differences in cytoarchitecture in dorsal area 6. In
addition, corticospinal projections are denser from the more cau-
dal portions of area 6 in the monkey (Dum and Strick, 1991).
These data, in combination with our myelin maps, suggest that
within-area variation in myelin content in areas 4 and 6 may be

Figure 3. A–L, An overall comparison of the T1w/T2w ratio in two groups and an individual subject on the fs_LR inflated
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temporal, prefrontal, cingulate, and medial and superior parietal
cortices. The lightest myelination occurs in anterior insula, tem-
poral pole, medial prefrontal cortex, and portions of the anterior
cingulate cortex. These patterns are highly consistent between the
left and right hemispheres, as are the more detailed patterns dis-
cussed below. In presenting the relationship of the distinctly my-
elinated regions to known anatomical and functional data, we
will focus on the larger Conte-69 dataset that provides the finest
spatial detail. A subsequent section assesses the residual artifac-
tual results present in these data.

The motor-somatosensory strip: lateral
The motor-somatosensory strip in the central sulcus is an excel-
lent domain for anatomical validation of the myelin mapping
technique. In this region, the individual myelin maps that pro-
duce the population average are well aligned because there is less
folding variability. The well defined surface-based probabilistic
architectonic maps that are available for this region provide a
substrate for validation. Of the six somatosensory and motor
areas in this region, areas 4 and 3b are the most heavily myelin-
ated (Fig. 4A,F, red). Each is bounded entirely by more moder-
ately myelinated areas (area 3a in between, area 6 anteriorly, and
areas 1 and 2 posteriorly, yellow and green on the myelin maps).
A similar pattern of alternating heavy and less heavy myelination

of these areas has been reported on flat-
tened cortex in the macaque (Disbrow et
al., 2003).

We compared these myelin maps to a
set of probabilistic cortical areas defined
histologically using observer-independent
cytoarchitecture (Geyer et al., 1996, 1999,
2000; Grefkes et al., 2001; Geyer, 2004)
that had been mapped to individual corti-
cal surfaces and registered to fsaverage
(Fischl et al., 2008) (Fig. 4D,E, I, J). No
myelination difference was discernible be-
tween areas 4a and 4p, so we summed the
probabilistic architectonic maps and identi-
fied this as area 4. To provide an objective
basis for these comparisons, we computed
the spatial gradients of the myelin maps
(Fig. 4B,G). We also computed the gradient
of each probabilistic architectonic map and
then summed all of the areal gradients (Fig.
4C,H). In general, there is excellent agree-
ment between the myelin map gradient and
the architectonic areal gradients in both
hemispheres. Thus, the myelin maps pro-
vide an accurate method for identifying cor-
tical areas in group average data. Area 4 is
clearly distinguished from areas 6 and 3a,
area 3a is clearly distinguished from 3b, and
3b is clearly distinguished from areas 1 and
2. Areas 1 and 2 only differ modestly in my-
elination and cannot be reliably discrimi-
nated by myelin gradients. In contrast, the
posterior border between area 2 and higher
somatosensory association cortex is identi-
fiable along its full extent despite less accu-
rate intersubject alignment (Fig. 4D,I).

Architectonic area 6 is much wider
than the other motor and somatosensory
areas and also is more variable in location,

which precludes an accurate estimate of its anterior extent. Its
myelin map is more heterogeneous, with heavier myelination
dorsally and caudally and lighter myelination ventrally and ros-
trally. This pattern is evident in individual subjects (Fig. 3C,I),
and is thus not likely the result of lower intersubject alignment
quality in the group average data. A similar pattern is present in
myelin content maps of Hopf, with cortex in the vicinity of caudal
and dorsal area 6 being more heavily myelinated than cortex in
rostral and ventral parts (Hopf, 1956). Area 4 also contains a
gradual dorsoventral myelin gradient in many individual subjects
(Fig. 3C,I), with lighter myelination ventrally and heavier myeli-
nation dorsally. The regional differences in areas 4 and 6 are
correlated with the somatotopy of these areas as determined in
macaques. The lower body is represented dorsally in area 4 and
dorsoposteriorly in area 6, whereas the upper body is represented
ventrally in area 4 and rostrally and ventrally in area 6 (He et al.,
1993; Rizzolatti et al., 1996). There is also a correlation with ar-
chitecture in the macaque, as Barbas and Pandya (1987) reported
heavier myelination in dorsal area 6 relative to ventral area 6 and
rostrocaudal differences in cytoarchitecture in dorsal area 6. In
addition, corticospinal projections are denser from the more cau-
dal portions of area 6 in the monkey (Dum and Strick, 1991).
These data, in combination with our myelin maps, suggest that
within-area variation in myelin content in areas 4 and 6 may be

Figure 3. A–L, An overall comparison of the T1w/T2w ratio in two groups and an individual subject on the fs_LR inflated
surface. Row 1 (A–C) is the left hemisphere lateral view, row 2 (D–F ) is the left hemisphere medial view, row 3 (G–I ) is the right
hemisphere lateral view, and row 4 (J–L) is the right hemisphere medial view. The left column (A, D, G, J ) is the Conte-69 average
data. The center column (B, E, H, K) is the NAMIC-10 average data. The right column (C, F, I, L) is the single subject scanned like the
Conte-69. The single subject data have been smoothed with 5 mm FWHM surface geodesic Gaussian smoothing (described in
Materials and Methods). Note the strong agreement of the patterns across groups and hemispheres. In all medial surface panels,
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HCP; Glasser & Van Essen (2011)

𝑃 = 0.784

Fox et al. (2020), Nature Human Behavior
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1. Clarifying null findings: variance explained across the cerebral cortex
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1. Clarifying null findings: variance explained across the cerebral cortex

Fox et al. (2020), Nature Human Behavior
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2. Examining iES efficacy in PFC : closed-loop iES in controlled experiments

Rounis, Maniscalco et al. 2010

Del Cul, Dehaene et al. 2009
Fleming et al., 2014

166 ROUNIS ET AL.

essential role of the prefrontal cortex in visual
awareness: Damage to the prefrontal cortex does not
seem to lead to cortical blindness (Pollen, 1995). Here
we attempt to clarify this issue by showing that bilat-
eral TMS to the prefrontal cortex does have an effect
on visual awareness, in particular the metacognitive
sensitivity with which it discriminates between effect-
ive and ineffective stimulus processing. While we
agree with critics that disruption of prefrontal activity
may have little or no effect on primary visual aware-
ness, i.e., the ability to represent visual targets, higher
monitoring aspects of awareness may critically depend
on prefrontal activity.

Recent studies have shown that visual awareness
can be assessed by metacognitive procedures (Kolb &
Braun, 1995; Persaud, McLeod, & Cowey, 2007).
Typically, when awareness is lacking, one tends to
place low or inappropriate subjective ratings (Weiskrantz,
1997). Such metacognitive approaches have also been
used in other studies of visual awareness (Galvin,
Podd, Drga, & Whitmore, 2003; Kolb & Braun, 1995;
Lau & Passingham, 2006; Szczepanowski & Pessoa,
2007) and implicit learning (Dienes & Perner, 1999;
Persaud et al., 2007). In general, one can assess meta-
cognitive sensitivity by measuring how well subjective
ratings (e.g., of confidence or visibility) distinguish

between correct and incorrect judgments (e.g., about
the identity of a presented stimulus). High levels of
metacognitive sensitivity imply that subjects are
introspectively aware of the effectiveness of their
internal information processing (Kolb & Braun, 1995;
Galvin et al., 2003). As there is not yet widespread
agreement on the ideal measure of metacognitive sen-
sitivity, in the present study we use two separate
approaches—a correlation approach and a signal
detection theory approach—and demonstrate con-
verging interpretations of the data.

We required volunteers to perform a two-alternat-
ive forced-choice visual task, identifying the spatial
arrangement of two visual stimuli (a square and a
diamond, Figure 1A). At the same time, they also
rated the subjective visibility of the stimuli (“clear” or
“unclear”). Subjects performed these tasks before and
after transcranial magnetic stimulation (TMS), which
was aimed at the dorsolateral prefrontal cortex
(DLPFC, Figure 1B). We applied to this region theta-
burst stimulation (TBS), a recently developed protocol
that is known to effectively depress cortical excitability
by mimicking the action of long-term potentiation and
long-term depression in cortical tissues (Huang et al.,
2005). One advantage of this technique is that the
effect of 20 s of stimulation is known to last for up to

Figure 1. Experimental design. (A) Visual task and stimuli. Volunteers were required to perform a two-alternative forced-choice visual task,
identifying the spatial arrangement of two visual stimuli (square on the left and diamond on the right, or the other way round). They rated the
subjective visibility (“clear” or “unclear”) at the same time. So in every trial subjects had four options as to which key to press in order to
respond. (B) Site of stimulation. The dorsolateral prefrontal cortex (DLPFC) was the targeted site of stimulation, and was chosen because
neural activity from this area has been shown to reflect a difference in the subjective ratings of visibility even when performance in a forced-
choice visual task was matched (Lau & Passingham, 2006). The image showing the site of stimulation is based on magnetic resonance brain
scans of 6 of the 20 subjects in this study. The scans were collected after completion of the TMS experiments. Right and left DLPFC coordinates were
[37 26 50] and [–41 18 52], with standard deviations [4.6 5.6 5.3] and [4.3 5.1 3.8] respectively.

Three event-related fMRI studies that manipulated
memory load have failed to find that the delay period
activity was affected by load [37,40,41]. For example, Jha
andMcCarthy [37] reported that remembering three faces
did not evoke greater delay period activity in the DLPFC
than remembering one face at any point during 15 or 24 s
memory delays. These findings, thus, are contrary to the
view that the DLPFC simply maintains task relevant
representations. However, Leung, Gore and Goldman-
Rakic [36] recently demonstrated that the DLPFC does not
sustain a significant level of activity throughout a 18 s
delay whenmaintaining three faces inmemory, but does so
if five faces are required to be remembered. Two recent
studies from our laboratory have also detected significant
effects of memory load on delay period DLPFC activity
during a face [42] and letter [43] working memory task.

Interpretation of load effects
Even during long delays in which items must be retained
in working memory we can often detect sustained DLPFC
activation. Althoughmixed, some studies find that DLPFC
activity increases when the number of items to be
maintained increases. This would seem to support the
conclusion that the DLPFC plays an important role in
memory storage. But, does it? On the one hand, increasing
the demands of storage should be expected to increase
BOLD signal in a region where representations are being
actively stored. On the other hand, there are equally
plausible explanations that need to be investigated.
First, if DLPFC activity reflects top-down signals to
more posterior regions where the representations are
stored, maintaining higher loads of information might
require increased DLPFC input in order for relevant

Box 2. Delayed-response task and modeling within trial components of event-related fMRI data

A prototypical oculomotor delayed-response task, like all delayed-
response tasks, has three main epochs, a sample cue period where
stimuli to-be-remembered are presented, an unfilled delay period
where stimuli are retained in memory, and finally a response period
where a memory-guided response (i.e. saccade) is required (Fig. Ia).
Block designs that attempt to subtract blocks of trials with and without
memory requirements cannot be used to assess maintenance related
activity because of the untenable assumption of pure insertion [34,75];
that a cognitive process can be added to a pre-existing set of cognitive
processes without affecting them. Specifically, the insertion of a
maintenance requirement most certainly affects other encoding and
retrieval/response processes (e.g. visual encoding; why encode the cue
if it will not be used to guide the responsemade after the delay?). Event-
related designs for fMRI have the ability to statistically disambiguate the
haemodynamic signals specifically related to encoding the cue stimuli
and generating memory-guided responses from the maintenance-
related activity present in the retention interval.

When multiple sequential neural events occur within a trial, the
resulting fMRI response is a mixture of signals emanating from more
than one time and more than one trial component. The gradient under
the curve in Fig. Ib schematically represents the mixing or temporal
overlap of the various signal components. For example, the white
region at the peak of the first hump is almost exclusively evoked from
neural processing during the cue phase of the task. However, just a few
seconds later, in the darker portion just to the right, the signal is a
mixture of processing at the cue phase and the beginning of the delay
period. To resolve the individual components of the mixed fMRI signal,
separate regressors can be used to independentlymodel the cue, delay,
and response phases of the trial (Fig. Ic). The magnitudes of the
regressors scale with the degree to which they account for variance in
the observed time series data (Fig. Id). The magnitude of the delay
regressor can be used as an index for maintenance-related activity.

Fig. I. (a) Schema for a prototypical oculomotor delayed-response task. (b)–(d)
Modeling the fMRI response from a trial (see text for explanation).
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3. Clarifying findings outside the PFC: Whole-brain sampling methods

Schrouff, Raccah, et al. (2020), Nature Comm

This was supported by an improvement in model performance
when considering a sparse approach. Overall, our results suggest
that face information in task-active sites is weak, highly correlated
with the face information that is present (earlier and stronger) in
face-selective sites, and not causally necessary nor sufficient
(in terms of our machine learning analysis) for face processing.
We confirm the presence of temporally distributed information
within task-active and face-selective sites that may be functionally
relevant and even necessary for downstream processing of faces
(e.g., associating faces with memory or name information).

Comparing our results to prior neuroimaging studies, we
would like to emphasize the methodological differences including
the number of recording sites, the time scales considered, and the
recorded signals used in the analysis. For instance, the number of
anatomical samples in each subject is limited with the ECoG
method, which can reduce the power of the algorithm in
detecting weak, distributed patterns. To maximize the detection
of small effects, we used Support Vector Machine classifiers,
which are known for their ability to detect subtle, distributed
patterns and we focused our analysis on the high SNR of HFB
responses induced by human face versus non-face stimuli. While
we could not relate the number of sites to model performance
(Results section), it is possible that the signal in task-active sites is
too weak to be detected across a few tens of anatomical samples in
each subject. On the other hand, the novelty of our data is in part
due to the high temporal resolution of ECoG, which enabled us to
measure the fast temporal dynamics of face processing in the
human brain. Specifically, our electrophysiological analysis relied

on responses elicited within 500 ms of stimuli presented for
300 ms with an inter-stimulus interval of 400 ms. This is in stark
contrast to some of the classic neuroimaging studies whose
temporal window included >10 s of signal processing (e.g., 24 or
16 s long blocks of visual stimuli for each category17).

Another methodological caveat that needs to be considered is
that the task-active areas in humans may be variable in their
relative size and primary cytoarchitectonic composition57.
Therefore, hubs of activity in posterior to anterior TC may have
different sizes or shapes of physiological responses or locations on
the surface of gyri versus depth of sulci which could have influ-
enced the properties of recorded electrophysiological signals as
well as the subjective effect of electrical stimulation. As such, the
results reported here could represent an idiosyncrasy of our iEEG
method. However, it is still noteworthy that responses to faces
were significantly faster in the posterior sites than in anterior
face-selective sites. By using ECoG recordings, our results confirm
our overarching hypothesis that face information is anatomically
localized but temporally distributed. The posterior to anterior
gradient was observed within both face-selective and task-active
sites, with no statistically significant time differences between
task-active and face-selective sites—though the time of activations
in face-selective sites trended earlier (Fig. 4d). The lack of sta-
tistical significance in terms of ROL can be explained by several
factors. First, there is a posterior-to-anterior temporal lag in
activation, i.e., anterior face-selective sites may respond later
than posterior non-selective task-active sites. Second, there
are task-active sites in the more posterior regions that respond
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for 100–500 ms) between a pair of adjacent electrodes. The
extraparenchymal location and wider surface area of the
stimulating electrodes using grids and strips results in grea-
ter resistance and lower charge density than SEEG.
Consequently, brief stimulation of up to 10 mA is commo-
nly tolerated without resulting in unwanted epileptiform
afterdischarges using grids and strips. The stimulation triggers
a local electrical response at the area of stimulation as well as
at adjacent or remote locations in proportion to the strength of
the effective connection between the two locations. This pro-
cedure is repeated 10–50 times for signal averaging of the
evoked response. CCEPs typically consist of an early
(10–30 ms) negative surface deflection termed the N1 and a
later (80–250 ms) slow wave termed the N2 (figure 2a)
[50,52,61–63]. Considerable waveform heterogeneity of the
N1 and N2 components of the CCEP exists across spatially

diverse recording sites following stimulation (figure 2b). In
this manner, the stimulation-evoked response (i.e. the CCEP)
provides a measure of directional connectivity that is sampled
directly from the cortical surface.

(c) Cortico-cortical evoked potential mapping
of brain networks

Lüders and colleagues were one of the first groups to
employ CCEP mapping to investigate the connectivity within
functional networks, specifically motor and language regions
[50,63]. One advantage of CCEP mapping is the examination of
the reciprocity between regions—that is, how often stimulation
of site A evokes a CCEP at site B, when stimulation of site B
evokes a CCEP at site A. Within the motor cortex, CCEPs were
observed frequently, with 75% of site pairs exhibiting reciprocal
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variance in the functional MRI (fMRI) blood oxygen level-dependent 
signal (see Methods). We found striking evidence that elicita-
tion rate closely tracks principal gradient values (seven-network 
parcellation: r(5) = 0.96; P < 0.001; 95% CI = 0.75–0.99; Fig. 5a 
and Extended Data Fig. 2; 17-network parcellation: r(15) = 0.82; 
P < 0.001; 95% CI = 0.56–0.93; Fig. 5c and Extended Data Fig. 3), 

with unimodal networks showing the highest elicitation rates and 
transmodal networks the lowest. This relationship also held for all 
of our supplemental estimates of network elicitation rate (Extended 
Data Figs. 2 and 3).

To confirm this relationship independent of network parcella-
tions, and across the gradient’s full range, we extracted principal 

Somatomotor
a

b

Visual Dorsal attention

Mean response rate
0% 55%

Salience Frontoparietal Limbic Default

Fig. 2 | Elicitation rate of iES varies markedly across intrinsic networks (seven-network parcellation). a,b, Aggregated data from all 67 patients in 
standard brain space overlaid on a seven-network parcellation of the cerebral cortex. In a, red circles indicate responsive electrodes, where stimulation 
elicited an effect, and black circles indicate null electrodes, where no effects were elicited even with repeated high-amplitude stimulation. In b, averaging 
of the response rate for each network shows that the mean elicitation rate varies markedly but gradually (that is, linearly) across networks: somatomotor 
and visual networks show the highest response rates; default and limbic networks show the lowest; and other networks show intermediate rates (Table 1). 
Nearly identical trends were observed using a finer 17-network parcellation (Fig. 3 and Table 2).

Table 1 | Elicitation rates and current thresholds for the seven-network parcellation

Electrodes Current thresholds (mA)

Network Total Responsive Silent Mean minimum elicitation 
threshold (±s.d.)

Mean maximum quiescence 
threshold (±s.d.)

Somatomotor 291 159 (54.6%) 132 (45.4%) 4.72 (1.80) 6.67 (2.15)
Visual 182 94 (51.7%) 88 (48.3%) 4.16 (2.16) 6.72 (1.45)
Dorsal attention 71 28 (39.4%) 43 (60.6%) 5.50 (2.38) 7.95 (2.24)
Salience 210 104 (49.5%) 106 (50.5%) 4.97 (1.76) 6.32 (1.92)
Frontoparietal 169 54 (32.0%) 115 (68.0%) 4.41 (1.89) 6.62 (1.99)
Limbic 195 47 (24.1%) 148 (75.9%) 4.41 (1.40) 5.82 (2.11)
Default 419 87 (20.8%) 332 (79.2%) 4.88 (2.09) 6.61 (2.02)

Totals and means 1,537 573 (37.3%) 964 (62.7%) 4.68 (1.94) 6.54 (2.04)
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Fig. 3 | Elicitation rate of iES varies markedly across intrinsic networks (17-network parcellation). a,b, Aggregated data from all 67 patients in standard 
brain space overlaid on a 17-network parcellation of the cerebral cortex. a, Electrodes are colour coded as in Fig. 2. b, As in the seven-network parcellation 
of the brain (Fig. 2), average response rates for each network vary linearly across a finer-scale 17-network parcellation of the cortical surface.

Table 2 | Elicitation rates and current thresholds for the 17-network parcellation

Electrodes Current thresholds (mA)

Network Total Responsive Silent Mean minimum elicitation 
threshold (±s.d.)

Mean maximum quiescence 
threshold (±s.d.)

01 52 35 (67.3%) 17 (32.7%) 4.21 (2.42) 6.44 (1.42)
02 102 44 (43.1%) 58 (56.9%) 3.83 (2.15) 6.61 (1.37)
03 175 103 (58.9%) 72 (41.1%) 4.39 (1.75) 6.31 (2.16)
04 78 42 (53.9%) 36 (46.1%) 5.34 (1.78) 7.22 (1.88)
05 47 21 (44.7%) 26 (55.3%) 5.05 (2.20) 8.41 (1.59)
06 40 16 (40.0%) 24 (60.0%) 5.69 (1.25) 7.17 (2.41)
07 156 85 (54.5%) 71 (45.5%) 5.07 (1.77) 6.34 (1.81)
08 97 37 (38.1%) 60 (61.9%) 4.61 (2.08) 6.11 (1.72)
09 49 24 (49.0%) 25 (51.0%) 4.25 (1.15) 6.00 (1.98)
10 149 24 (16.1%) 125 (83.9%) 4.81 (1.78) 5.71 (2.14)
11 54 21 (38.9%) 33 (61.1%) 4.86 (1.88) 6.54 (2.64)
12 59 23 (39.0%) 36 (61.0%) 4.14 (1.55) 7.06 (2.15)
13 71 14 (19.7%) 57 (80.3%) 5.69 (2.59) 6.63 (1.93)
14 40 9 (22.5%) 31 (77.5%) 6.11 (2.20) 7.96 (2.13)
15 35 12 (34.3%) 23 (65.7%) 4.38 (0.87) 6.76 (1.89)
16 173 36 (20.8%) 137 (79.2%) 4.38 (1.95) 6.37 (2.12)
17 160 27 (16.9%) 133 (83.1%) 4.88 (2.31) 6.78 (1.87)

Totals and means 1,537 573 (37.3%) 964 (62.7%) 4.68 (1.94) 6.54 (2.04)
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